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Abstract—Face sketch-photo synthesis plays a critical role in
many applications, such as law enforcement and digital enter-
tainment. Recently, many face sketch-photo synthesis methods
have been proposed under the framework of inductive learning,
and these have obtained promising performance. However, these
inductive learning-based face sketch-photo synthesis methods
may result in high losses for test samples, because inductive
learning minimizes the empirical loss for training samples. This
paper presents a novel transductive face sketch-photo synthesis
method that incorporates the given test samples into the learning
process and optimizes the performance on these test samples. In
particular, it defines a probabilistic model to optimize both the
reconstruction fidelity of the input photo (sketch) and the syn-
thesis fidelity of the target output sketch (photo), and efficiently
optimizes this probabilistic model by alternating optimization.
The proposed transductive method significantly reduces the
expected high loss and improves the synthesis performance for
test samples. Experimental results on the CUHK face sketch
dataset demonstrate the effectiveness of the proposed method by
comparing it with representative inductive learning-based face
sketch-photo synthesis methods.

Index Terms—Probabilistic graph model, quadratic program-
ming, sketch-photo synthesis, transductive learning

I. INTRODUCTION

FACE sketch-photo synthesis facilitates many applications
such as law enforcement and digital entertainment and has

attracted increasing attention [1], [2], [3], [4]. In applications
like law enforcement, a photo of the suspect is not always
available due to limitations in environmental conditions or the
suspect’s intentional attempt at concealment. A sketch drawn
by an artist cooperating with an eyewitness might be used as a
substitute for a photo, but the significant differences between
sketches and mug-shots make straightforward matching to
identify the suspect difficult [5], [6].

To reduce the discrepancies between a sketch and its
corresponding photo, face sketch-photo synthesis is applied
as a pre-process before matching by synthesizing a sketch
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from an input photo or a photo from a source sketch. The
key issue of face sketch-photo synthesis is how to learn the
mapping relation between sketches and their counterparts.
Thus, face sketch-photo synthesis is related to other cross-
style image transfers such as face super-resolution (or face
hallucination) [7], [8], artistic rendering [9], [10], [11], inter-
modality biometrics [12], [13], [14], portrait painting [15],
and heterogeneous image transformation [16]. In addition, face
sketch-photo synthesis helps artists to simplify the animation
procedure.

A. Previous Work: Face Sketch-Photo Synthesis

Existing methods can be classified into three main cate-
gories: subspace learning-based, sparse representation-based,
and Bayesian inference-based.

Subspace learning mainly refers to linear subspace-based
methods (e.g. principal component analysis, or PCA [17]), and
nonlinear subspace methods such as manifold learning-based
methods (e.g. local linear embedding, or LLE [18]). Tang
and Wang [6], [19] proposed a linear face sketch synthesis
method based on PCA called eigensketch transformation. They
assumed that a source input photo and the target output sketch
shared the same projection coefficients obtained from the PCA
procedures. The coefficients are first obtained by projecting the
input photo onto the training photos. The target sketch is then
synthesized from a linear combination of training sketches
weighted by the obtained projection coefficients. Tang and
Wang [20] then proposed an improved method by separating
the shape from the texture. The eigensketch transformation
method [6], [19] is applied to shape and texture to compute the
target shape and texture, respectively. The synthesized shape
and texture are fused to obtain the final target sketch. Based on
a similar idea to [6] and [19], Li et al. [21] proposed a hybrid
subspace method for face photo synthesis by concatenating
the training sketches and photos. Since the mapping between
the whole sketches and corresponding photos is not linear, the
above methods hardly synthesize a realistic sketch, especially
when the hair region was included. Liu et al. [22] improved
these linear models by exploiting LLE. Images are divided
into overlapping patches. For each test photo patch, K photo
patches are selected from the training set according to the
Euclidean distance metric. Simultaneously, the corresponding
K sketch patches are taken as the candidates. The weights
for combining the K candidates are calculated by minimizing
the least square of the reconstruction residual between the
test photo patch and its K nearest neighbors. The target
sketch patch is generated from a linear combination of those
K candidates. Finally the target sketch is fused from these
patches with an averaged overlapping area, which incurs a
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Fig. 1. Framework of face sketch synthesis

degree of blurring. The same LLE procedure was applied to
generate an initial estimate in Liu et al.’s work [23]. They
explored the idea of face hallucination to further compensate
the residual which might be lost in the initial estimation
procedure.

Sparse representation has wide applications in compressed
sensing [24], image processing [25], computer vision and
pattern recognition [26]. It can decompose a signal into a
linear combination of atoms (or bases) weighted by a sparse
vector. Chang et al. [27] introduced sparse coding [28] to face
sketch synthesis. They first learned two coupled dictionaries
(sketch patch dictionary and photo patch dictionary) via sparse
coding. The coupled dictionaries denotes that they are learned
from joint training by concatenating these two sub-dictionaries
into one dictionary, so that the input training photo patch
and the corresponding sketch patch have the same sparse
representation coefficients. A test photo patch is then decom-
posed on the photo patch dictionary, weighted by the sparse
representation coefficients. Hence from the linear combination
of the atoms of the sketch patch dictionary, the target sketch
patch is produced. Considering that the weighted combination
of the candidates may result in the loss of high frequency
information, Wang et al. proposed a two-step framework [29],
[16] to further enhance the definition of the target output. In
the first stage, a sparse feature selection algorithm is explored
to synthesize an initial image which found closely related
neighbors adaptively through sparse representation. In the
second stage, the sparse coding strategy is explored to learn
the mapping between the high frequency information of sketch
patches and photo patches [29]. This two-step framework was
extended to heterogeneous image transformations [16]. Ji et
al. [30] also used sparse representation to perform face sketch
synthesis from a regression perspective. Wang et al. [31]
proposed a semi-coupled dictionary learning scheme which
allowed the sketch patch and the corresponding photo patch
to have different sparse representation coefficients, improving
the flexibility of the mapping relation between sketches and
photos.

Bayesian inference-based methods include embedded hid-
den Markov model (E-HMM)-based and Markov random
fields (MRF)-based methods. Gao et al. [5] modeled the
mapping between sketches and their photo counterparts by
E-HMM. A face is decomposed into five super-states (cor-
responding to forehead, eye, nose, mouth, and chin) and
sub-states (states in each super-state). Assuming the sketch
and the photo have the same transition probability matrix,
a joint training strategy is adopted. They then improved the
proposed model in a local patch-based form which synthesized
more detail [32], [33], [34]. All the above methods (sub-
space learning-based, sparse representation-based and E-HMM
based) independently synthesize a target image patch and
ignore the neighboring relation between overlapping patches.
Taking the neighboring relation between overlapping patches
as a regularization term, a number of MRF-based methods
were proposed [3], [4], [35]. Wang and Tang [3] explored
MRF to model the interaction between sketch-photo pairs
and neighborhoods through two compatibility functions: data
compatibility (constraints on the fidelity between the test photo
patch and the target sketch patch) and spatial compatibility
(constraints on the neighboring patches of the target sketch).
They then extended this method by proposing a lighting
and pose robust face sketch synthesis algorithm [4] which
integrated shape prior, local evidence (data compatibility) and
neighboring compatibility into a unified framework. Consid-
ering the fact that the MAP criterion used in [3] and [4]
only selected one best matching patch as the target patch,
which brought in some deformations due to insufficient image
patches in the training set, Zhou et al. [35] proposed a
weighted MRF model which selected K patches to interpolate
new target patches not existing in the training set.

B. The Proposed Approach

All the aforementioned methods conduct face sketch synthe-
sis or photo synthesis from the inductive learning perspective.
Although they have obtained promising synthesis performance,
these methods may result in high losses for a particular set
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Fig. 2. Illustration of the constructed graph. (a) graph G = (V, E,W). Photo patches (or sketch patches) can represent either training photo patches (training
sketch patches) or test photo patches (target sketch patches) because we will construct the model from the perspective of transductive learning; (b) illustration
of the candidate selection criterion. The number of nearest neighbors is K = 4. Weights on edges illustrate the similarity between a patch and its candidates.

of test samples. This is because inductive learning minimizes
the empirical loss for training samples [36], [37]. In contrast,
transductive learning algorithms minimize the expected loss
for test samples by incorporating the given test samples
into the learning process. Therefore, a transductive learning-
oriented method may significantly reduce the high expected
loss and improve the synthesis performance for the given test
samples.

This paper presents a novel transductive face sketch-photo
synthesis method. We mainly focus on face images in a
frontal pose with normal lighting and neutral expression.
All sketches and photos in this paper are divided into even
patches with some overlap between neighboring patches. We
design a probabilistic graphic model to model the relationship
between sketch-photo patch pairs. This model takes both the
reconstruction fidelity of the input photo (sketch) and the
synthesis fidelity of the target output sketch (photo) into
account. Furthermore, the relation between neighboring sketch
patches is considered as a prior regularization on the hidden
parameters. An alternative optimizing scheme is adopted to
solve the proposed probabilistic model which converges in a
small number of iterations. Finally, a min cut algorithm [9]
is adopted to find the minimum error boundary to stitch the
overlapping areas. The proposed method has the capability
to handle both sketch synthesis and photo synthesis, because
these two procedures are symmetric. In this paper, we take
face sketch synthesis as an example to introduce our method,
shown in Fig. 1.

The contributions of this paper are twofold: (1) it considers
the face sketch-photo synthesis problem from a transductive
view; and (2) it proposes an efficient and effective probabilistic
framework for face sketch-photo synthesis.

In this paper, excepted when noted, we utilize a bold
lowercase letter to denote a column vector, a bold uppercase
letter to denote a matrix, and regular lowercase and uppercase
letters to denote a scalar. The organization of the rest of
the paper is as follows: Section II introduces the proposed
transductive probabilistic method and implementation details.
Experimental results and analyses are presented in Section III.

Section IV concludes the paper.

II. TRANSDUCTIVE FACE SKETCH SYNTHESIS

Suppose there are N sketch-photo pairs in the training set,
represented by (p1, s1), · · · , (pN , sN ) where pi, i = 1, · · · , N
denotes the i-th photo and si, i = 1, · · · , N is the correspond-
ing sketch in the training set. An input test photo can be
denoted as x and its target output is represented by y. Each
image should be divided into M patches; the training image
patches, test photo patches and target sketch patches can then
be expressed as follows respectively:(

{p1
1, · · · , p1

M}, {s
1
1, · · · , s1M}

)
, · · · ,

(
{pN

1 , · · · , pN
M},

{sN1 , · · · , sNM}
)
, {x1, · · · , xM}, {y1, · · · , yM}

We can construct a graph G = (V, E ,W) to denote the
relationship between sketch and photo patches, as shown in
Fig. 2(a). In the MAP-MRF model [3], [4], only one matched
sketch patch was selected for each test photo patch in the
sketch synthesis process. As shown in [35], this method cannot
generate a new sketch patch that does not exist in the training
sketch patch set and thus some mismatches or deformations
around the mouth and eyes are incurred. In our method, as
shown in Fig. 2(b), we select K nearest neighbors as the
candidates to synthesize the target sketch patch which can
interpolate a new sketch patch that does not appear in the
training sketch patches. This is because variables in MAP-
MRF have discrete states, while variables in the proposed
model have a continuous state space spanned by the selected
K nearest neighbors, which allows the proposed model to
synthesize sketch patches missing in the training set. It is
reasonable to assume that sketch patches are similar if their
corresponding counterparts are similar. The weights between
an input photo patch and its neighbors are supposed to be
the same as those between the target sketch patch and its
candidates.

A. Probabilistic Model

Let X denote the data matrix containing both training and
test photo patches, Y represent the corresponding training
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Fig. 3. Illustration of the generative process of photo patches and sketch
patches from common hidden parameters.

sketch patches and target output sketch patches, and W consist
of the weight vectors. They are all arranged in a row form
which means each row vector in X denotes a photo patch and
Y and W have a similar meaning:

X =



(
p1
1

)T
...(

pN
M

)T
xT
1

...
xT
M


=



X1·
...

X(NM)·

X(NM+1)·
...

X(
(N+1)M

)
·



Y =



(
s11
)T
...(

sNM
)T

yT
1

...
yT
M


=



Y1·
...

Y(NM)·

Y(NM+1)·
...

Y(
(N+1)M

)
·


,W =



W1·
...

W(NM)·

W(NM+1)·
...

W(
(N+1)M

)
·


where Xi·, Yi· and Wi·, i = 1, · · · , (N +1)M denote the i-th
row vector of X, Y, and W respectively (the same meaning
as the following similar representations).

We can model the generative process of photo patches and
sketch patches by their common hidden parameters W as
shown in Fig. 3. Sketch-photo patch pairs are sampled from the
joint distribution P (X,Y,W) governed by the weight matrix
W. We can then decompose the generative process as

P (Y,X,W)

= P (Y,X |W)P (W)

= P (Y | X,W)P (X |W)P (W)

(1)

where W controls the generation of sketches and photos,
P (W) denotes the prior probability of the hidden parameters
W, P (X | W) is the conditional probability of generating
photos X given W, and P (Y | X,W) indicates the conditional
probability of generating sketches Y given corresponding
photos X and parameters W. The prior probability is usually
treated as a regularization term on W. In this paper, we explore
the compatibility constraint on overlapping regions between

neighboring sketch patches to model P (W)

P (W) ∝∏
(i,j)∈E

exp
{
−
‖
∑
k∈N (i) WikY(i,j)

k −
∑
l∈N (j) WilY

(j,i)
l ‖2

2σ2
r

}
s.t.

∑
k∈V

Wik = 1,Wik ≥ 0,∀i ∈ V

(2)

where N (i) denotes the indices of neighbors of the node i,
Wik represents the element located on the i-th row and the k-th
column of the matrix W, Y(i,j)

k means the pixel intensities of
the overlapping region (determined by the neighboring relation
of nodes i and j) of the k-th neighbor of the node i, and
Y(j,i)
l means the pixel intensities of the overlapping region

(determined by the neighboring relation of nodes i and j) of
the l-th neighbor of the node j. Note that elements in the i-th
i = 1, 2, · · · , (N + 1)M row of the weight matrix W are 0
except for elements located in the neighborhood of the i-th
node. This prior indicates the compatibility of the overlapping
regions of neighboring sketch patches.

In face sketch synthesis, X is observed, so P (X|W) is
the likelihood function. It can be modeled as a Gaussian
distribution:

P (X|W) ∝
∏
i∈V

exp
{
−
‖Xi· −

∑
j∈N (i) WijXj·‖2

2σ2
dp

}
(3)

The probability P (X|W) mainly considers the reconstruction
fidelity between a photo patch Xi· and its nearest neighbors
Xj·, j ∈ N (i).

From Fig. 3, we find that given W, Y is conditionally
independent of X, i.e. P (X,Y|W) = P (X|W)P (Y|W) and
then P (Y|X,W) = P (Y|W). It is straightforward that the
probability P (Y|W) can be modeled as a product of a series
of independent and identically distributed normal distributions:

P (Y|X,W) = P (Y|W)

∝
∏
i∈V

P
(
Yi· −

∑
j∈N (i)

WijY(j·)
)

∝
∏
i∈V

exp
{
−
‖Yi· −

∑
j∈N (i) WijYj·‖2

2σ2
ds

} (4)

We can then reformulate the joint probability as in equation
(5) on the next page. In face sketch synthesis, we are given
an input photo as the test image and a number of sketch-
photo pairs as the training set, and the objective is to infer the
sketch corresponding to the input. This can be formulated as
a maximum a posterior probability estimation problem (6).
According to (5), the above maximization problem (6) is
equivalent to the minimization of the objective function (7),
where M = (I −W)T (I −W), α =

σ2
ds

σ2
dp

, β =
σ2
ds

σ2
r

, I is the
identity matrix with the same size as W, the superscript T is
the transpose operator and tr(·) is the trace operator.

We apply the alternating minimization method to the above
problem to obtain a local solution according to the following
two steps:
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P (X,Y,W) ∝
∏
i∈V

{
exp
{
−
‖Yi· −

∑
j∈N (i) WijYj·‖2

2σ2
ds

}
exp
{
−
‖Xi· −

∑
j∈N (i) WijXj·‖2

2σ2
dp

}}
∏

(i,j)∈E

exp
{
−
‖
∑
k∈N (i) WikY(i,j)

k −
∑
l∈N (j) WilY

(j,i)
l ‖2

2σ2
r

}
= exp

{
−
∑
i∈V

{‖Yi· −∑j∈N (i) WijYj·‖2

2σ2
ds

+
‖Xi· −

∑
j∈N (i) WijXj·‖2

2σ2
dp

}
−

∑
(i,j)∈V

‖
∑
k∈N (i) WikY(i,j)

k −
∑
l∈N (|) WilY

(j,i)
l ‖2

2σ2
r

}
(5)

max
W,y1,··· ,yM

P (W, y1, · · · , yM |x1, · · · , xM ,X1·, · · · ,X(NM)·,Y1·, · · · ,Y(NM)·)

⇔ max
W,y1,··· ,yM

P (Y,X,W)

P (X,Y1·, · · · ,Y(NM)·)

⇔ max
W,y1,··· ,yM

P (Y,X,W)

(6)

min
W,y1,··· ,yM

∑
i∈V

{
‖Yi· −

∑
j∈N (i)

WijYj·‖2 + α‖Xi· −
∑

j∈N (i)

WijXj·‖2
}

+ β
∑

(i,j)∈V

‖
∑

k∈N (i)

WikY(i,j)
k −

∑
l∈N (j)

WilY
(j,i)
l ‖2

s.t.
∑
k∈V

Wik = 1,Wik ≥ 0,∀i ∈ V

⇔ min
W,y1,··· ,yM

tr(YTMY) + αtr(XTMX) + β
∑

(i,j)∈V

‖
∑

k∈N (i)

WikY(i,j)
k −

∑
l∈N (j)

WilY
(j,i)
l ‖2

s.t.
∑
k∈V

Wik = 1,Wik ≥ 0,∀i ∈ V

(7)

(1) fixing W, update y1, · · · , yM by solving (8)

min
y1,··· ,yM

tr(YTMY) (8)

(2) then fixing y1, · · · , yM to be the above obtained value,
and update W by solving (9)

min
W
‖U−WU‖2

+ β
∑

(i,j)∈V

‖
∑

k∈N (i)

WikY(i,j)
k −

∑
l∈N (j)

WilY
(j,i)
l ‖2

s.t.
∑
k∈V

Wik = 1,Wik ≥ 0,∀i ∈ V

(9)

where U = [X
√
αY] and we name each row of U a

pairwise patch since it consists of two patches extracted from
a sketch-photo pair. We alternately conduct (8) and (9) until
convergence. In the following section, we will introduce details
of these two steps.

B. Implementation Details

In (9), each row of W has at most K nonzero elements
which correspond to K selected nearest neighbors. We de-

compose the update procedure of W into N + 1 independent
sub-problems, each of which takes sketch-photo patch pairs
extracted from the same person as the test set. This means,
to update the elements of the (j × M + 1)-th row to the
(j + 1) × M -th row j = 1, · · · , N , sketch-photo patches
extracted from 1, · · · , j−1, j+1, · · · , N -th sketch-photo pairs
are taken as the training set, and the photo patches exacted
from the j-th photo are the test set. The update of elements of
the (N ×M +1)-th row to the (N +1)×M -th row considers
sketch-photo patches extracted from the 1, · · · , N -th sketch-
photo pairs as the training set.

Each of the above sub-problems is equal to the quadratic
programming problem defined in (10). We use ui, i =
1, · · · ,M to denote the M referred pairwise patches (concate-
nation of the corresponding sketch patches and photo patches),
Ai to denote a 2d×(MK) matrix with [(i−1)×K+k]-th col-
umn denoting the k-th nearest neighbor of the patch ui (other
columns are zero vectors), and D(i,j) to denote a dij× (MK)
matrix with the [(i− 1)×K + k]-th column representing the
overlapping pixel intensities of the k-th nearest neighbor of
the patch ui (other columns are zero vectors, dij represents
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Fig. 4. A sub-problem in (10). Each sub-problem involves at most five
patches as shown in the figure (also including each patch’s K nearest
neighbors selected from the training set).

the number of overlapping pixels).

min
w

wTAw− 2wTb

s.t.Cw = e
wi,k ≥ 0,∀i ∈ {1, · · · ,M}, k ∈ {1, · · · ,K}

(10)

where w is a column vector size of M × K, composed
of the concatenation of all M row vectors of W corre-
sponding to the same person (only elements corresponding
to the K nearest neighbors of each row are collected), wi,k
denotes the [(i − 1) × K + k]-th element of w, A =∑M
i=1(A

i)TAi+ β
∑

(i,j)∈E
(
D(i,j)−D(j,i)

)T (D(i,j)−D(j,i)
)
,

b =
∑M
i=1(A

i)Tui, e is an M -vector whose elements all equal
1, and C is an M × (MK) matrix to normalize the sum of
every K elements of w from the same row of W to be one.

In (10), A is of size (MK)× (MK) and it is usually large-
scale, so the above optimization problem is nearly compu-
tationally intractable. To make the above large-scale problem
solvable, we can decompose it into sub-problems by exploring
the Markov property according to [35]. Each sub-problem
only refers to a group of patches comprising a patch and its
neighboring patches, as illustrated in Fig. 4 (also including
each patch’s K nearest neighbors selected from the training
set). Here, only one group of patches is shown as an example
(the red patch is surrounded by its neighboring blue patches).
In fact, each patch marked in blue is also surrounded by its
neighboring patches marked in red. All the pairwise patches
of a single character can be grouped into two sets: patches
marked in red and patches marked in blue. These sub-problems
share a similar quadratic form to (10) but the meaning of
each symbol is changed accordingly. We use the interior point
method [38] to solve the quadratic programming problem for
the weights in each sub-problem.

Note that the weights W1·, · · · ,W(NM)· of the train-
ing sketch-photo patch pairs can be computed once and
then stored for the subsequent update process. Thus, in
each update procedure of W, only M weight vectors(
W(NM+1)·, · · · ,W((N+1)M)·

)
need to be calculated. In our

experiments, elements of each row of W which correspond to
the K nearest neighbors are initialized to 1

K .
For the optimization problem (8), we can find its closed-

form solution by
dtr(YTMY)

dY
= 0 (11)

Denoting M = [Mtr Mte], Y =

[
Ytr
Yte

]
and substituting

them into (11), we have

MtrYtr + MteYte = 0 (12)

Thus,

Yte =


yT1
...

yTM

 = −
(
(Mte)

TMte

)−1
(Mte)

TMtrYtr (13)

The above procedure can be decomposed into M similar
sub-problems (see (14)), each of which solves a smaller-scale
problem for one patch yi, i = 1, · · · ,M . Thus, the parallel
computation is applicable to improve efficiency.

min
yi

tr
(
(Yi)TMiYi

)
(14)

Yi =


S̃
(1)

i

...

S̃
(N)

i

Ỹi

, S̃
(j)

i =


s̃(j1)i

...

s̃(jK)
i

s̃(j)i

, Ỹi =


ỹ1
i

...

ỹKi
ỹi


where Mi = (I−Wi)T (I−Wi), s̃jki denotes the k-th can-
didate of the training sketch patch s(j)i , ỹki represents the k-
th candidate of the target sketch patch yi, k = 1, · · · ,K,
i = 1, · · · ,M , j = 1, · · · , N , Wi is a sparse matrix consisting
of elements of the matrix W, and let W i

[m][n] denote the
element located on the m-th row and n-th column of the matrix
Wi, m,n = 1, · · · , (N + 1) × (K + 1). Most elements of
Wi are 0 except some diagonal elements being 1

(
note that

W[l][l] = 0, l = K + 1, 2(K + 1), · · · , (N + 1) × (K + 1)
)

and elements of rows indexed by multiple of K + 1 (most
of the elements in these rows are 0, except for those corre-
sponding candidates). The proposed algorithm is summarized
in Algorithm 1:

Algorithm 1: Transductive Face Sketch Synthesis
Input: Training sketch-photo pairs (p1,s1),· · · ,(pN ,sN ), test
photo x, K,α, β, size of a patch, size of the overlapping
region, size of the search region for nearest neighbors;
Step 1: Divide all images into even patches with some overlap.
For every photo patch of each training photo pi, i = 1, · · · , N ,
find its K nearest neighbors from the remaining training
photos within the search region around the location of the
query photo patch. K candidate sketch-photo patch pairs are
obtained. A similar procedure is applied to the patches of the
test photo except that the K nearest neighbors are searched in
all training photos.
Step 2 : For each training sketch-photo patch pair, initialize
the corresponding K weights to be 1

K , and then solve an
atomic quadratic programming problem using an interior point
method [38] to achieve the weights. Store all the weights
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Fig. 5. Examples used in experiments: the two leftmost images come from the CUHK Student database, the second two come from the AR database, the
third two come from XM2VTS database, the two rightmost come from the CUHK FERET database.

which can construct the first NM rows of the weight ma-
trix W. In the following update procedure, we keep them
unchanged.
Step 3 : Initialize the weights for patches of test photo x to be
1
K and then obtain the initial target sketch patch as the linear
combination of their corresponding K candidates weighted by
1
K .
Step 4: Update the weights as in step 2 for each sketch-photo
patch pairs extracted from the target sketch and test photo
respectively.
Step 5: Update each target sketch patch according to (14).
Step 6: Iterate step 4 and step 5 until convergence or until the
maximum iterations are reached.
Step 7: Stitch all target sketch patches into a whole sketch
through the algorithm [9].
Output: The target output sketch y.

III. EXPERIMENTAL RESULTS AND ANALYSIS

We conduct experiments on the CUHK face sketch database
[3] and the CUHK face sketch FERET database [14]. The
CUHK face sketch database consists of 606 sketches cor-
responding to 606 faces collected from the CUHK student
database (including 188 photos), the AR database (including
123 photos) [39], and the XM2VTS database (including 295
photos) [40]. The CUHK face sketch FERET database includes
1,194 subjects from the FERET database [41]. Each subject
has one sketch-photo pair. Photos in this database have lighting
variations and sketches have larger shape exaggeration in
comparison to sketches in the CUHK face sketch database.
Examples of these databases are shown in Fig. 5.

A. Face Sketch-Photo Synthesis

In the CUHK student database, we choose 88 sketch-photo
pairs for model training and the rest for testing. In the AR
database, a leave-one-out likelihood strategy is adopted in
which we leave 23 out. In the XM2VTS database, 100 sketch-
photo pairs are collected as the training set and the rest as the
test set. Some synthesized sketches and photos are shown in
Fig. 6 and Fig. 7. In our experiments, parameter settings are as
follows: the size of each patch is 10× 10, the size of overlap
between neighboring patches is 5×5, the search region for K
nearest neighbors is 20 × 20 and a similar search strategy is
adopted as in [3], α = 0.1 and β = 0.25. For the method [22],
the size of each patch is 20×20 with 2/3 area overlapping (14
pixels), and the number of nearest neighbors is 5. The effect of
the neighborhood size K is shown in Fig. 8. Blocking artifacts
become serious with the decrease of the neighborhood size due
to the uncompatibility between neighboring sketches. With the

increase of neighborhood size, the synthesized sketches seem
to be blurring. In all our experiments, we carefully set K = 10.

The most time-consuming part of our proposed method lies
in the neighbor searching phase. Around the search region for
some given input photo patch, we first find the best match
patch from each training photos and then select top K most
similar photo patches. The corresponding K sketch patches in
the training set are taken as the candidates. The complexity of
this process is O(cp2MN). Here c is the number of candidates
in the search region around one patch, p is the patch size, M is
the number of patches on each image, and N is the number of
sketch-photo pairs in the training set. In our implementations,
we utilized the patch matching strategy in [3] which utilized
integral computation [42] and the 2D fast Fourier transform. It
takes about five minutes to synthesize a sketch by our method
running on a 3.1 GHz CPU computer.

Fig. 91 shows the comparison of the proposed method with
the approach in [3]. It can be seen that the proposed method
achieves clearer detail around the mouth and the eyes. As we
analyzed above in Section II, any target output patch achieves
its value among K states due to the MAP strategy adopted by
[3]. This may result in deformation of some detail, especially
around the eyes, mouth, and chin, since it is hard to find any
two pairs of eyes which look exactly alike. However, this may
be alleviated by a linear combination of patches of different
people which expands the discrete state space to a continuous
one. Thus, a new patch can be synthesized which does not
exist in the training set.

Fig. 10 and Fig. 11 show the comparison between the
LLE-based method [22] and Markov weighted fields method
[35] for synthesized sketches and photos respectively. The
LLE-based method neglected the neighboring relation and
synthesized each patch independently, which might result in
incompatibility phenomena. Though the method [35] imposed
a constraint on the neighborhood, some noise or blurring exists
around the nose, mouth, and chin. The figures below indicate
that the proposed method could improve this disadvantage.
From the first column of Fig. 11, we can see that the Markov
weighted fields method still results in some deformation in
the mouth and hair regions. There is more variability among
the faces in the XM2VTS database, and thus none of these
three methods achieved as good a performance as they did on
the CUHK student database and AR database. However, the
proposed method still obtains better results than the other two
methods.

In the CUHK face sketch FERET database, we randomly

1 All synthesized sketches using method [3] in this paper are from Dr. Wei
Zhang’s implementation in his paper [34].
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Fig. 6. Synthesized sketches from input test photos. (a), (d) input photos; (b), (e), sketches drawn by the artist; (c), (f), synthesized sketches from input
photos

Fig. 7. Synthesized photos from input test sketches. (a), (d) input sketches; (b), (e), ground truth photo; (c), (f), synthesized photos from input sketches.

Fig. 8. The effect of the neighborhood size K.
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Fig. 9. Comparison between the proposed method and MRF-based method [3] for synthesized sketches. Top row is the ground truth, second row is the result
of [3], and bottom row is the result of the proposed method.

Fig. 10. Comparison of proposed method, LLE-based method [22] and the approach [35] for synthesized sketches. Top row shows input photos, the second
row shows the results of method [22], the third row shows the results of method [35], and the last row is generated by the proposed method.

choose 250 sketch-photo pairs as the training set and rest 944
pairs for testing. The parameter settings are the same as the
previous descriptions. Some example results are shown in Fig.
12. The proposed method obtains resonable results on this

challenge database.
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Fig. 11. Comparison of the proposed method, LLE-based method [22] and the approach [35] for synthesized photos. Top row shows input sketches, the
second row shows the results of method [22], the third row shows the results of method [35], and the last row is generated by the proposed method.

B. Face Sketch Recognition

We performed face sketch recognition on the three databases
together in the following two ways: (a) first transform all
face photos in the gallery to sketches using our proposed face
sketch synthesis method, and then a query sketch is identified
from the synthesized gallery sketches; (b) first transform the
query sketch to a photo exploiting the above synthesis method
by switching the role of sketches and photos, and subsequently,
match the synthesized photo to the gallery photo to identify the
person. We apply several face recognition methods to perform
face recognition: Fisherface [43], Null-space LDA (NLDA)
[44], and random sampling LDA (RS-LDA) [45].

The 606 sketch-photo pairs in all three databases (the
CUHK Student database, the AR database, and the XM2VTS
database) are separated into three subsets. Subset 1 containing
153 pairs is used for synthesis training. Subset 2 is utilized
for training the classifiers, including 153 pairs. When training
the classifiers for strategy (a), photos in subset 2 are first
transformed to sketches by taking subset 1 as the training
set. It is similar for the strategy (b). Subset 3 consists of the
remaining 300 pairs and is taken as the test set.

Table I compares the rank one recognition accuracies.
Sketches/photos are synthesized by methods developed in
[20], [3] and the proposed method. The aforementioned three
different face recognition approaches are used for classifica-
tion. In the table, ” SS” denotes synthesizing sketches, ” SP”
denotes synthesizing photos, ”MMRF” denotes multi-scale

MRF, and ”TFSP” denotes the proposed transductive method.
The table shows that the proposed transductive face sketch
synthesis method combined with RS-LDA achieves the highest
recognition rate 97.7%.

Table II compares the cumulative match scores of the
proposed method with three other methods [3], [20] and
[22]. Wang and Tang [3] reported the first match accuracy
of 96.3% and the tenth match rate 99.7% using the RS-LDA
face recognition approach. Our method obtains promising per-
formance with the first match accuracy 97.7% and tenth match
rate 99.7%. Though the proposed method obtained promising
performance by comparing with existing face sketch-photo
synthesis methods, its performance is not as good as feature-
based recognition methods ([13] and [14] achieved accuracy
of 99.47% and 99.87% respectively on this database). How-
ever, the main advantage of the proposed method lies in its
promising synthesis performance.

We conduct some tentative experiments on the CUHK face
sketch FERET database. We randomly choose 250 synthesized
sketch-photo pairs to train random sampling LDA [45]. The
rest 694 sketch-photos form the test set. Lighting variations
and shape exaggerations bring great challenge to intensity-
based face recognition methods, such as random sampling
LDA method used in this paper. Also, existing face sketch-
photo synthesis methods cannot properly learn the lighting
variations of photos in the synthesis process. This is due to
the fact that sketches drawn by artists do not carry the lighting
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Fig. 12. Example results on the CUHK FERET database

TABLE I
RANK ONE RECOGNITION ACCURACY USING DIFFERENT SYNTHESIS METHODS AND FACE RECOGNITION APPROACHES (%)

Eigentransformation [20] MMRF SS [3] MMRF SP [3] TFSP SP TFSP SS

Fisherface [43] 79.7 89.3 93.3 91.3 96.3

NLDA [44] 84.0 90.7 94.7 93.7 96.3

RS-LDA [45] 90.0 93.3 96.3 95.7 97.7

TABLE II
CUMULATIVE MATCH SCORES USING DIFFERENT FACE SKETCH RECOGNITION APPROACH (%)

1 2 3 4 5 6 7 8 9 10

Eigentransformation [20] 90.0 94.0 96.7 97.3 97.7 97.7 98.3 98.3 99.0 99.0

Nonlinear approach [22] 87.7 92.0 95.0 97.3 97.7 98.3 98.7 99.0 99.0 99.0

MMRF SS+RS-LDA [3] 93.3 94.6 97.3 98.3 98.3 98.3 98.3 99.0 99.0 99.0

MMRF SP+RS-LDA [3] 96.3 97.7 98.0 98.3 98.7 98.7 99.3 99.3 99.7 99.7

TSPS SP+RS-LDA 95.7 97.3 98.0 98.3 99.0 99.0 99.0 99.0 99.3 99.3

TSPS SS+RS-LDA 97.7 98.0 98.3 98.7 98.7 99.0 99.0 99.7 99.7 99.7

variations. Thus, the recognition performance by synthesized
photos is poor (43.7%) by only using intensity values. By
contrast, we achieved an accuracy of 72.62% using sketches
synthesized by the proposed method. This accuracy may be
further improved by extracting comprehensive discriminative
features, which exceeds the scope of this paper. Note that the
proposed method is mainly for synthesis utilizations and can
be applied to the entertainment driven applications, as well as
face super-resolution. Zhang et al. [14] reported that MRF-
based synthesis method [3] achieved an accuracy of 43.66%

at most, which is lower than the proposed method. Zhang et
al.’s feature-based method [14] achieves an accuracy of 98.7%
owing to the discriminative information and corresponding
customized encoding strategy.

IV. CONCLUSION

In this paper, we presented a transductive face sketch-
photo synthesis mehtod. We first constructed a probabilistic
framework to model the sketch-photo generation process. We
then gave an alternative optimization method to solve the
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proposed method, which can be further decomposed into a
number of sub-problems. Experiment results show that the
proposed method can achieve a better visual image quality
than several other methods. Furthermore, a higher face recog-
nition rate was reached utilizing photos synthesized by the
proposed method compared to other methods. The proposed
method can also be applied to other fields such as face image
super-resolution, heterogeneous image transformation, facial
animation in combination with some 3D face reconstruction
[46] and modeling [47] techniques, and so on. In the future,
we will explore the relationship between semisupervised-based
methods [48] and transductive-based methods [49] to further
introduce the graphical structure of faces into the model to
assist the synthesis process. In addition, we will focus on the
relation between the face recognition rate and the perceptual
quality of synthesized images because they may not just have
a simple linear relation. Moreover, we would like to explore
ensemble embedding strategy [50] to fuse different features
in the candidate search step to improve the robustness of the
proposed method.
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