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ABSTRACT 
 
The existing face sketch-photo synthesis methods trend to 
lose some vital details more or less. In this paper, we 
propose a novel sketch-photo synthesis approach based on 
support vector regression (SVR) to handle this difficulty. 
First, we utilize an existing method to acquire the initial 
estimate of the synthesized image. Then, the final 
synthesized image is obtained by combining the initial 
estimate and the SVR based high frequency information 
together to further enhance the quality of synthesized image. 
Experimental results on the benchmark database and our 
new constructed database demonstrate that the proposed 
method can achieve significant improvement on perceptual 
quality. Moreover, the synthesized face images can obtain 
higher recognition rate when used in retrieval system. 
 

Index Terms— Face sketch-photo synthesis, high-
frequency information, support vector regression. 
 

1. INTRODUCTION 
 
Automatic face retrieval systems have been widely used in 
law enforcement in recent years. But sometimes face photos 
of suspects are not available and it is possible to search a 
photo in the photo database using a corresponding sketch 
drawn by an artist. However, most of existing face 
recognition algorithms can not be applied directly due to the 
heterogeneity between sketches and photos. Then this 
problem can be overcome by face sketch-photo synthesis. 
The synthesized images have two modalities: pseudo-sketch 
and pseudo-photo. A pseudo-sketch synthesized from an 
input photo is obtained to narrow down the difference 
between a photo and its corresponding sketch, and we can 
also obtain a pseudo-photo synthesized from an input sketch. 
Apart from law enforcement, pseudo-sketch/pseudo-photo 
with good perceptual quality can be applied to entertainment.  

The synthesis methods go through linear to nonlinear 
approaches. Tang et al. proposed an eigentransformation 
algorithm [1] to synthesize a pseudo-sketch under a linear 
assumption. Then Liu et al. generalized the linear mapping 

relationship between photos and sketches and a local linear 
embedding (LLE) based method was introduced in [2], in 
which nonlinearity was approximated by local linearity. 
After that, several nonlinear approaches are introduced. Gao 
et al. proposed a novel sketch synthesis algorithm using 
embedded hidden Markov model (E-HMM) [3, 4], which 
was a real nonlinear method, and the E-HMM based photo 
synthesis method was proposed in [5] by Xiao et al. 

Although the existing methods have made some 
progress, most of them trend to lose some vital details 
which will influence the perceptual quality and face 
recognition rate, so a two-step method using SVR is 
proposed in this paper. The first step is to get an initial 
estimate using an existing approach. Subsequently, a SVR 
based model is applied to synthesize the high-frequency 
information corresponding to the initial estimate. Then the 
two parts are fused together. In the experiments, a sparse 
representation based algorithm [6] is used to do face 
recognition. Both the recognition rate and perceptual quality 
are superior on the benchmark database and our new 
database. 
 

2. RELATED MATHEMATICAL MODEL 
 
To be better understanding the proposed approach, a brief 
introduction to SVR [7] is given in this section. Consider a 
set of training data  
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The solution of the minimization problem (3) is as follows: 
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where )(K  is a kernel function,  and *  are Lagrange 
multipliers. There are a lot of other SVR types and kernel 
functions in [7]. 
 

3. FACE SKETCH-PHOTO SYNTHESIS USING SVR 
 
3.1. Framework of the proposed method 
 
As a classical regression method, SVR can effectively 
express the high-frequency mappings between samples and 
object values [8]. Thus, a SVR based face sketch-photo 
synthesis method is proposed to compensate the details. In 
the following we take the synthesis process of pseudo-
sketch for instance, the synthesis process of pseudo-photo 
can be obtained just by switching roles of sketches and 
photos in pseudo-sketch synthesis process. The proposed 
algorithm is divided into two steps. The first step is to 
obtain an initial estimate by any existing method such as [2, 
3, 4, 5]. Subsequently, the SVR based high-frequency 
information synthesis approach is given to enhance the 
initial estimate. Then the two parts are combined together to 
achieve the final pseudo-sketch. A general framework of the 
proposed algorithm is shown in Fig. 1. 
 

3.2. Learning the high-frequency information 
 
Given the initial estimate of the sketch has been obtained, 
the detail of generating high-frequency information is 
described in this subsection. First, the sketch-photo training 
data set can be expressed as the following form: 
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Considering the complexity of face structure, sketches and 
photos are divided into T  small overlapped image patches 
in  the  same way,  which  are  denoted  as  t

iP  and  
TtS t

i ,...,1,  . A clustering process is proposed before the 
training stage. We arrange the first order gradients and 
second order gradients of patches t

iP  in horizontal and 
vertical direction into a vector and take the vector as the 
feature of clustering. The total TK *  patches of the photos 
are clustered into M  set MmPm ,...,1,   using K-means 
clustering algorithm and there are also M  corresponding 
sketch sets mS , where mP  is the set consisting of patches 
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Fig. 1. Framework of the proposed method 

 

m
r
m NrS ,...,1,  . r

mD  is defined as the central pixel of the 
patch r

mS  and let the real number )(mean r
m

r
m

r
m SDH  . In 

the training stage, a SVR model is trained between each mP  
and mS  pair. For learning high-frequency information, we 
take the vector of the mean of r

mP  subtracted by r
mP  as the 

input and the output is the corresponding r
mH  in mH . 

Therefore, we will have M  SVR models. Then in the 
synthesis stage, given a photo LjPj ,...,1,  , we can obtain 
patches TtPt

j ,...,1,  . Then for each t
jP  we choose a SVR 

model generated in the training stage through nearest 
neighborhood, and we will obtain the corresponding t

jH . 
The final pseudo-sketch is the sum of the initial 
approximate and the high-frequency information jH . The 
structure of generating high-frequency information is shown 
in Fig. 2. 
 

4. EXPERIMENTS 
 
4.1. Sketch-photo synthesis 
 
Most of the existing algorithms conduct experiments on the 
Chinese University of Hong Kong (CUHK) student 
database which includes 188 sketch-photo pairs [9]. 
However, all sketches on the benchmark CUHK database 
are drawn by only one artist. A new sketch-photo database 
named VIPS including 200 face photos in total from the 
FERET database [10], the FRAV2D database [11] and the 
Indians face database [12] is constructed. There are five 
face sketches drawn by five different artists corresponding 
corresponding to each photo. Some examples of VIPS 
database are shown in Fig. 3. All face sketches and photos 
are in a frontal view, under normal lighting condition, and 
with a neutral expression, and they are cropped and 
normalized in geometric and grayscale. In our experiments, 
the size of all images is 6464 . For LLE method, images 
are divided into patches with the patch size 99  and the 
overlapping size 55 . In the stage of generating high- 
frequency information, the patch size is 77  with an 
overlap 66 . The cluster number M  is set to 25 for the  
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Fig. 2. The structure of generating high-frequency information 

 
CUHK student database and 30 for the VIPS database. For 
SVR, the default parameters are used in LIBSVM [13]. By 
adding 3 pixels at each four edges, the number of patches T  
for each image is 4096, thus we have 4096 photo patches 

t
iP  corresponding to 4096 sketch central pixel t

iD . Fig. 4 
and Fig. 5 show the synthesized pseudo-sketches and 
pseudo-photos on the CUHK student database. Among them 
the (c) is synthesized by LLE in [2] and the (d) is 
synthesized by E-HMM with an improved form in [4]. The 
pseudo-sketches and pseudo-photos generated on VIPS 
database are presented in Fig .6 and Fig .7 respectively. The 
(e) is synthesized by the proposed SVR-LLE which is 
combination of SVR for high-frequency and LLE for initial 
estimate. The (f) synthesized by SVR-E-HMM is similar. 
As is shown in Fig 4, 5, 6 and 7, we can find that the (e) and 
(f) based on SVR are better than (c) and (d) respectively in 
perceptual quality. The proposed method based on SVR has 
a significant improvement on details. 
 
4.2. Face sketch-photo recognition 
 
In this subsection, we give a comparison of the proposed 
method and corresponding existing methods on face sketch-
photo recognition with a sparse representation based 
recognition method. Experiments are conducted on two face 
sketch-photo retrieval systems. One system using pseudo-
sketch takes pseudo-sketches as the dictionary in the 
recognition stage and the corresponding face sketches are 
the testing images. The other system using pseudo-photo 
takes photos as the dictionary in the recognition stage and 
testing images are the corresponding pseudo-photos. Table 
1 presents face recognition results on CUHK student 
database using pseudo-sketch and pseudo-photo which are 
generated by different synthesis methods. The number of 
training images on CUHK student database is 88 and the 
number of testing images is 100. The results in Table 2 and 
3 are conducted on VIPS database using pseudo-sketch and 
pseudo-photo respectively. On VIPS database, if the image 
number for training per person is 1, the final result is the 

  

  
      

(a) (b) (c) (d) (e) (f) 
Fig. 3. (a) Original photo. (b) Sketch database A. (c) Sketch 
database B. (d) Sketch database C. (e) Sketch database D. (f) 
Sketch database E. 

 

  

  
      

(a) (b) (c) (d) (e) (f) 
Fig. 4. (a) Original photo. (b) Original sketch. (c) Pseudo-
sketch generated by LLE. (d) Pseudo-sketch generated by E-
HMM. (e) Pseudo-sketch generated by SVR-LLE. (f) Pseudo-
sketch generated by SVR-E-HMM. 

 

  

  
      

(a) (b) (c) (d) (e) (f) 
Fig. 5. (a) Original photo. (b) Original sketch. (c) Pseudo-
photo generated by LLE. (d) Pseudo-photo generated by E-
HMM. (e) Pseudo-photo generated by SVR-LLE. (f) Pseudo-
photo generated by SVR-E-HMM. 

 

  

  
      

(a) (b) (c) (d) (e) (f) 
Fig. 6. (a) Original photo. (b) Original sketch. (c) Pseudo-
sketch generated by LLE. (d) Pseudo-sketch generated by E-
HMM. (e) Pseudo-sketch generated by SVR-LLE. (f) Pseudo-
sketch generated by SVR-E-HMM. 

 

  

  
      

(a) (b) (c) (d) (e) (f) 
Fig. 7. (a) Original photo. (b) Original sketch. (c) Pseudo-
photo generated by LLE. (d) Pseudo-photo generated by E-
HMM. (e) Pseudo-photo generated by SVR-LLE. (f) Pseudo-
photo generated by SVR-E-HMM. 
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mean of recognition results on five databases. If the training 
image per person is 5, 500 pseudo-sketches are used for 
dictionary in the recognition stage and 500 sketches are 
used for testing. As is shown in Table 1, 2, 3, the proposed 
methods based on SVR have a higher recognition rate than 
the compared ones. 
 
Table 1. Face recognition on CUHK student database using 
pseudo-sketch and pseudo-photo 
 

Image type Pseudo-sketch Pseudo-photo 

LLE 1 0.82 
SVR-LLE 1 0.96 
E-HMM 1 1 
SVR-E-HMM 1 1 

 
Table 2. Face recognition on VIPS database using pseudo-sketch 
 

Training image per person 1 5 

LLE 0.902 0.904 
SVR-LLE 0.916 0.918 
E-HMM 0.92 0.938 
SVR-E-HMM 0.928 0.94 

 
Table 3. Face recognition on VIPS database using pseudo-photo 
 

Training image 
per   person 

LLE 
SVR 
-LLE 

E-HMM 
SVR 

-E-HMM

1 0.882 0.89 0.915 0.92 

 
5. CONCLUSION 

 
This paper presents a novel approach based on SVR to 
synthesize the pseudo-sketch/pseudo-photo. To improve the 
perceptual quality and recognition rate, we propose to 
obtain an initial estimate firstly, and then a SVR-based high-
frequency information synthesis method is applied. We also 
build another database to test the performance of the 
algorithms. Experimental results show the effectiveness of 
the proposed method both on the CUHK student database 
and VIPS database. Future work will focus on developing a 
more efficient feature for clustering in generating high-
frequency information owning to its importance. 
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