Face Sketch-photo Synthesis under Multi-dictionary Sparse Representation Framework
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Abstract—Sketch-photo synthesis is one of the important research issues of heterogeneous image transformation. Some available popular synthesis methods, like locally linear embedding (LLE), usually generate sketches or photos with lower definition and blurred details, which reduces the visual quality and the recognition rate across the heterogeneous images. In order to improve the quality of the synthesized images, a multi-dictionary sparse representation based face sketch-photo synthesis model is constructed. In the proposed model, LLE is used to estimate an initial sketch or photo, while the multi-dictionary sparse representation model is applied to generate the high frequency and detail information. Finally, by linear superimposing, the enhanced face sketch or photo can be obtained. Experimental results show that sketches and photos synthesized by the proposed method have higher definition and much richer detail information resulting in a higher face recognition rate between sketches and photos.
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I. INTRODUCTION

With the development of ID authentication technique, face recognition attracts great attentions. Most face recognition techniques focus on face photo-photo matching; however, a face photo is not always available. In case-solving and suspect searching, photos of suspects are generally unobtainable. A sketch is usually used as a substitute, generated from the cooperation of witnesses and an artist. However, as recent studies illustrated [1], [2], direct sketch-photo identification achieves a low accuracy using traditional face recognition algorithms such as eigenfaces. This is due to the great differences between sketches and photos both in the geometry and texture. Thus, an alternative way to perform sketch-based face recognition is transforming sketches and photos into the same modality: either from a sketch to a photo or from a photo to a sketch. Therefore, sketch-photo synthesis is an urgent problem to address.

The research on sketch-photo synthesis is still on its initial stage. In [1], sketches are categorized into two classes: 1) simple line drawings and caricatures, and 2) complex sketches studied in this manuscript. The algorithms [3]-[7] generate simple line drawings or caricatures from a photo image. It is easy for human being to identify line drawings and caricatures. Nevertheless, it is really a hard task for a computer to perform face recognition using these simple sketches. Recently, B. Klar et al. have used forensic sketches (drawn by an artist according to the descriptions of a witness rather than a static photo as adopted in this manuscript) to do the matching in mug shot photos, with the help of multi-scale local binary pattern and SIFT feature descriptors [8]. In that paper, it does not refer to sketch-photo synthesis yet only image retrieval.

Recent achievements on sketch-photo synthesis can be mainly grouped into two categories: linear methods [2], [9], [10] and nonlinear methods [1], [11]-[15]. Owing to the fact that the relation between sketches and photos is not a simple linear mapping, these linear methods cannot obtain satisfying results, especially when hair regions are included. Using the idea of locally linear embedding (LLE) [16], a sketch synthesis algorithm is proposed in [11], where global nonlinear relation is approximated by locally linear embedding. Multi-scale Markov random field is applied to describe the neighbor relation in sketch-photo patch pairs in [12] and [13]. Inspired by the idea of embedded hidden Markov model, several approaches are presented in [1], [14] and [15]. These nonlinear methods can generally synthesize higher quality sketches or photos. However, a fixed number (K) of nearest neighbors are selected to construct the corresponding model for synthesis according to K-NN principle, resulting in a low definition and blurring effect for synthesized images.

In order to improve the definition and detail information of the synthesized image, a nonlinear face sketch-photo synthesis algorithm under multi-dictionary sparse representation framework is proposed in this manuscript. The proposed approach is composed of two steps: First,
using the idea of LLE, an initial image is generated; subsequently, a multi-dictionary based sparse representation model is constructed to enhance the quality of the initial obtained image. Since the transformation from a sketch to a photo and that from a photo to a sketch are symmetric and reversible just by switching the roles of sketches and photos, we will introduce face sketch synthesis from a photo as an example in the following contents. The rest of this manuscript is arranged as follows. The proposed sketch-photo synthesis method is introduced in section 2. Some experimental results are shown in section 3 and section 4 concludes this paper.

II. THE PROPOSED METHOD

According to neurobiologists’ study [17], it is sparse for visual neurons responding to a visual input. Moreover, high frequency information such as edges and contours attracts much more attention for a visual entry. Hence, high frequency information is assumed to be sparsely distributed in this manuscript. Due to the fact that great differences exist among different parts of a facial image such as hair and jowl, it is reasonable to learn different dictionaries to represent various parts or features of these parts.

Given there are \( N \) sketch-photo pairs in the training set, which are denoted as \( \{S_1, S_2, \ldots, S_n\} \) and \( \{P_1, P_2, \ldots, P_n\} \) respectively. Since the proposed method works at patch-level, each sketch and photo is divided into even patches with some overlapping, resulting in the set of sketch patches \( \{S_{11}, S_{12}, \ldots, S_{1M}\} \) and the set of photo patches \( \{P_{11}, \ldots, P_{1M}, P_{21}, \ldots, P_{NM}\} \). Afterwards, these patches can be clustered into several classes using a clustering method such as K-means approach. It should be noticed that the sketch patch intensity subtracting the mean intensity of this patch is explored as the feature for clustering. Here let \( \{C_1, \ldots, C_k\} \) represent \( K \) clusters consisting of sketch patches and their corresponding photo patches and \( \{v_1, \ldots, v_k\} \) denotes their \( K \) cluster centers. \( K \) is set to 20 in our experiments.

A. Initial Estimate

To obtain an initial sketch from a photo, we can perform the following steps:

1) Input a testing photo, dividing it into \( M \) even areas \( \{P_1, \ldots, P_M\} \) with some overlapping, where \( P_i \) consists of patch intensities from the \( i \)-th photo patch attached into a column, \( i = 1, \ldots, M \);  

2) \( i = 1 \);  

3) For photo patch \( P_i \), a feature vector \( f_i \) is formed by subtracting mean patch intensity from each intensity of this patch; Determine which cluster is nearest apart from \( f_i \) according to the following equation (1):  

\[
index_i = \arg\{\min_j \| f_i - v_j \| \}
\]  

Where \( index \) is the index of the nearest cluster apart from \( f_i \);  

4) For \( P_i \), \( k \) nearest photo patch neighbors \( P_{ik} \), \( i = 1, \ldots, k \), are found within the \( index \)-th cluster based on the following criterion:  

\[
\text{Dis}_{ik} = \| P_i - P_{ik} \|_2^2
\]  

(2) where \( P_{ik} \) is the \( k \)-th photo patch in \( index \)-th cluster; This step can also be substituted by finding \( k \) photo patches in the whole photo patch training set around the same position as \( P_i \);  

5) Optimize (3), leading to \( k \) weights \( w_{il}, l = 1, \ldots k \):  

\[
e(\varepsilon) = \| P_i - \sum_{l=1}^{k} w_{il} P_{il} \|_{2,1} \text{ s.t. } \sum_{l=1}^{k} w_{il} = 1
\]  

(3)  

6) With \( w_{il}, l = 1, \ldots k \) and \( k \) sketch patches \( S_{ij} \) corresponding to the above \( k \) nearest photo patch neighbors, a synthesized sketch patch is calculated as in (4):  

\[
S_{il} = \sum_{l=1}^{k} w_{il} S_{ij}
\]  

(4)  

7) \( i = i + 1 \);  

8) Iterate 3)-7) until \( i = M + 1 \) ; Fuse these \( M \) synthesized patches into an initial sketch \( S_{il} \) with overlapping areas averaged.

B. Multi-dictionary Based Sparse Representation

Suppose that \( D \in \mathbb{R}^{m 

However, in order to reduce the time costing, clustering on initial estimate stage is implemented only.

According to the basic idea of sparse representation, the sparse representation coefficient vector should be as sparse as possible. At the same time, the fidelity term should be as small as possible. Thus, the following equation is constructed:

$$D_p^{i} = \arg\min \left\{ \min_{\{D_p^{i},C^{i}\}} \left\| P^{(i)} - D_p^{i} C^{i} \right\| + \alpha \left\| C^{i} \right\| \right\} \tag{5}$$

$$D_s^{i} = \arg\min \left\{ \min_{\{S^{i},C^{i}\}} \left\| S^{(i)} - D_s^{i} C^{i} \right\| + \beta \left\| C^{i} \right\| \right\} \tag{6}$$

where $D_p^{i}, D_s^{i}$ are the photo patch feature dictionary $D_p^{i} \in \mathbb{R}^{d_p \times n}$ and sketch patch feature dictionary $D_s^{i} \in \mathbb{R}^{d_s \times n}$ of the $i$th cluster, respectively, and $e_i$ is the number of atoms in $D_p^{i}$ or $D_s^{i}$. $P^{(i)}$ and $S^{(i)}$ denote the matrix of photo patches and sketch patches from the $i$th cluster, where $P^{(i)} \in \mathbb{R}^{d_p \times n}$, $S^{(i)} \in \mathbb{R}^{d_s \times n}$, $n_i$ is the number of sketch-photo patch pairs of $i$th cluster, and $d_p$ and $d_s$ are the dimensions of each atom in $D_p^{i}$ and $D_s^{i}$, respectively.

$C^{i}$ is the sparse representation coefficient matrix for the $i$th cluster and $\alpha$ balances the tradeoff between the fidelity term and the sparse term in (5) and (6). These two equations can be combined into one formula as (7):

$$D^{(i)} = \arg\min \left\{ \min_{\{D^{(i)},C^{(i)}\}} \left\| P^{(i)} - D^{(i)} C^{(i)} \right\| + \beta \left\| C^{(i)} \right\| \right\} \tag{7}$$

where $D^{(i)} = \left[ \sqrt{d_p} \frac{(D_p^{(i)})^T}{\sqrt{d_p}}, \sqrt{d_s} \frac{(D_s^{(i)})^T}{\sqrt{d_s}} \right]^T$, $P^{(i)} = \left[ \sqrt{d_p} \frac{(P^{(i)})^T}{\sqrt{d_p}}, \sqrt{d_s} \frac{(S^{(i)})^T}{\sqrt{d_s}} \right]^T$, and $\beta = \alpha \left( \frac{1}{d_p} + \frac{1}{d_s} \right)$. In all of our experiments, $\beta$ is set to 0.05. The optimization problem in (7) is nonconvex for $D^{(i)}$ and $C^{(i)}$ together, however, it is a convex problem for $D^{(i)}$ or $C^{(i)}$. Thus, it can be addressed by optimizing $D^{(i)}$ and $C^{(i)}$ alternatively.

Implementing above learning process for all $K$ clusters, we obtain $K$ pairs of sketch-photo patch feature dictionary.

For any testing photo patch $P^{i}$, $D_p^{\text{index}}$ is used to find the sparse representation coefficient vector $w_0$:

$$w_0 = \arg\min \left\{ \lambda \left\| w \right\|_0 + \left\| D_p^{\text{index}} w - P^{i} \right\|_2 \right\} \tag{8}$$

where $\lambda$ is set to 0.1 in our experiments. Afterwards, with $w_0$ and $D_s^{\text{index}}$, the high frequency information can be reached:

$$S^{i}_p = D_s^{\text{index}} w_0 \tag{9}$$

Adding these detail information to the initial synthesized sketch, the final sketch results.

### III. Experimental Results and Analysis

In order to validate the effectiveness of the proposed method, experiments on two databases are executed: one is the Chinese University of Hong Kong (CUHK) student database [12] which is publicly available, and the other is our newly constructed database, namely the VIPSL database. There are 188 sketch-photo pairs in the CUHK student database, with one sketch-photo pair for each person. The VIPSL database contains 200 face photos and 1000 sketches in total, with one face photo and five sketches (drawn by five different artists) for each person. All face photos are collected from some public face databases such as the FERET database [19], FRAV2D database [20], and Indians Face database [21]. All face photos in these two databases are taken in a frontal pose with neural expression. However, faces selected in the VIPSL database are from different backgrounds and races in contrast to the same background and the same race in CUHK student database. Some examples are shown in Fig. 1.

**A. Face Sketch-photo Synthesis**

In this subsection, the proposed face sketch-photo synthesis algorithm is implemented with several other methods [11] [14] [15]. In all these approaches, images are cropped to 64×64 with the patch size of 9×9 and a 7×7 overlapping. For the method proposed in [11], the number of nearest neighbors is set to 5. Through experiments, the above setting can achieve better results than other settings. For the method [14] and [15], we adopt the same settings as in corresponding literatures. We randomly selected 88 sketch-photo pairs as the training set and the rest as the testing set on the CUHK student database. For the VIPSL database, sketches drawn by the same artist are grouped into a category.

![Fig. 1 Examples from CUHK Student database and VIPSL database. (a) and (b) are examples from CUHK Student database. (c-f) are examples from VIPSL database.](image-url)
with their corresponding face photos. Thus, there are five categories in total. After that, 100 sketch-photo pairs are randomly chosen as the training set and the rest for testing set. Some synthesized sketches and photos are shown in Fig. 2 and Fig. 3 respectively.

It should be noticed that the method in [11] is just the same as the initial estimate in this paper. So, from the comparisons between [11] and the proposed method, the effectiveness of the proposed sparse representation based image enhancement could be illustrated. Furthermore, from Fig. 2 and Fig. 3, we can see that sketches and photos synthesized by the proposed method even have a higher definition and richer detail information than embedded hidden Markov model based methods [14],[15]. Considering time costing, it takes about 2.5 minutes to synthesize a sketch running on a 3 GHZ CPU computer with the sketch size of $64 \times 64$.

B. Face Sketch-photo Recognition

In order to further illustrate the efficacy of the proposed synthesis method, we perform face recognition [21] using synthesized images (sketches and photos). Two situations
for face recognition are considered: First, take the original sketch drawn by the artist as the input testing image and retrieve in the synthesized sketch database; Secondly, the synthesized photo is considered as the input testing photo with the photo set retrieved. For the VIPSL database, since there are five categories of sketch-photo pairs, the final recognition rate is calculated by averaging five obtained recognition rates. Experimental results are shown in TABLE I. and TABLE II. respectively. From these two tables, the recognition rate is well reserved and even increases to some extent.

C. Subjective Image Quality Assessment

In the last subsection, face recognition has been applied to indicate the proposed method’s validity, where face recognition can be seen as an objective image quality assessment rule. In this subsection, we will assess the synthesized images’ quality from the view of subjective. We invite 20 volunteers to score the images generated by algorithms [11], [14], and [15]. Here the principle we used is Mean Opinion Score (MOS) which is a standard. The MOS l A i l 1 = = (10):

\[
MOS(l) = \frac{1}{20} \sum_{i=1}^{20} A(i,l)
\]

where \( A(i,l) \) denotes the score of the \( i \)th image from the \( l \)th person. The final result is shown in TABLE III.

From this table, we can see that the proposed method achieve a much higher MOS value than the other three methods, which also implies that sketches and photos synthesized by the proposed method is more acceptable for human beings’ visual input.

IV. CONCLUSIONS

In order to improve the definition and the richness of detail information, a face sketch-photo synthesis algorithm under multi-dictionary sparse representation framework is presented in this manuscript. The proposed method consists of two stages: First, synthesize an initial image using the idea of LLE; Then, with multi-dictionary sparse representation model, enhance the quality of the initial image obtained by the first stage. Experimental results demonstrate the efficacy of the proposed approach. In the future, we will focus on how to use multi-sketches to improve the retrieval result further. Furthermore, we will try to use idea of image denoising to enhance the quality of the synthesized images.
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